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Abstract

This thesis is concerned with the theoretical and practical development of reliable and robust localisation algorithms for autonomous land vehicles operating at high speeds in unstructured, expansive and harsh environments. Localisation is the ability of a vehicle to determine its position and orientation within an operating environment. The need for such a localisation system is motivated by the requirement of developing autonomous vehicles in applications such as mining, agriculture and cargo handling. The main drivers in these applications are for safety, efficiency and productivity. The approach taken to the localisation problem in this thesis guarantees that the safety and reliability requirements imposed by such applications are achieved. The approach also aims to minimise the engineering or modification of the environment, such as adding artificial landmarks or other infrastructure. This is a key driver in the practical implementation of a localisation algorithm.

In pursuit of these objectives, this thesis makes the following principal contributions:

1. The development of an Iterative Closest Point - Extended Kalman Filter (ICP-EKF) algorithm - a map-based iconic algorithm that utilises measurements from a scanning laser rangefinder to achieve localisation. The ICP-EKF algorithm entails the development of a map-building algorithm. The main attraction of the map-based localisation algorithm is that it works directly on sensed data and thus does not require extraction and matching of features. It also explicitly takes into account the uncertainty associated with measurements and has the ability to include measurements from a variety of different sensors.

2. The development and implementation of an entropy-based metric to evaluate the information content of measurements. This metric facilitates the augmentation of landmarks to the ICP-EKF algorithm thus guaranteeing reliable and robust localisation.

3. The development and adaptation of a view-invariant Curvature Scale Space (CSS) landmark extraction algorithm. The algorithm is sufficiently robust to sensor noise and is capable of reliably detecting and extracting landmarks that are naturally present in the environment from laser rangefinder scans.

4. The integration of the information metric and the CSS and ICP-EKF algorithms to arrive at a unified localisation framework that uses measurements from both artificial and natural landmarks, combined with dead-reckoning sensors, to deliver reliable vehicle position estimates.

The localisation framework developed is sufficiently generic to be used on a variety of other autonomous land vehicle systems. This is demonstrated by its implementation using field data collected from three different trials on three different vehicles. The first trial was carried out on a four-wheel drive vehicle in an underground mine tunnel. The second trial was conducted on a Load-Haul-Dump (LHD) truck in a test tunnel constructed to emulate an underground mine. The estimates of the proposed localisation algorithms are compared to the ground truth provided by an artificial landmark-based localisation algorithm that uses bearing measurements from a laser. To demonstrate the feasibility and reliability of both the natural landmark extraction and localisation algorithms, these are also implemented on a utility vehicle in an outdoor area within the University’s campus. The results demonstrate the robustness of the proposed localisation algorithms in producing reliable and accurate position estimates for autonomous vehicles operating in a variety of unstructured domains.
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Nomenclature

Only frequently used notations are included here.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_v$</td>
<td>$x$ coordinate of the vehicle</td>
</tr>
<tr>
<td>$y_v$</td>
<td>$y$ coordinate of the vehicle</td>
</tr>
<tr>
<td>$\phi_v$</td>
<td>orientation of the vehicle</td>
</tr>
<tr>
<td>$r_v$</td>
<td>wheel radius of the vehicle</td>
</tr>
<tr>
<td>$\alpha_v$</td>
<td>rear slip angle of the LHD</td>
</tr>
<tr>
<td>$\beta_v$</td>
<td>front slip angle of the LHD</td>
</tr>
<tr>
<td>$ss_v$</td>
<td>shaping state for the gyro drift</td>
</tr>
<tr>
<td>$R$</td>
<td>range of the scanning laser rangefinder</td>
</tr>
<tr>
<td>$\theta$</td>
<td>bearing of the scanning laser rangefinder</td>
</tr>
<tr>
<td>$\theta_{gcs}$</td>
<td>bearing of the bearing-only laser</td>
</tr>
<tr>
<td>$R_{nlj}$</td>
<td>range of the $j$th natural landmark</td>
</tr>
<tr>
<td>$\theta_{nlj}$</td>
<td>bearing of the $j$th natural landmark</td>
</tr>
<tr>
<td>$(X_i, Y_i)$</td>
<td>cartesian location of artificial landmark $i$</td>
</tr>
<tr>
<td>$(x_{nlj}', y_{nlj}')$</td>
<td>cartesian location of natural landmark $j$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_k$</td>
<td>vehicle state at discrete time instant $k$</td>
</tr>
<tr>
<td>$u_k$</td>
<td>vehicle control input at discrete time instant $k$</td>
</tr>
<tr>
<td>$z_k$</td>
<td>vehicle observations (measurements) available at discrete time instant $k$</td>
</tr>
<tr>
<td>$x_{(k</td>
<td>k-1)}$</td>
</tr>
<tr>
<td>$P_{(k</td>
<td>k-1)}$</td>
</tr>
<tr>
<td>$x_{(k</td>
<td>k)}$</td>
</tr>
<tr>
<td>$P_{(k</td>
<td>k)}$</td>
</tr>
<tr>
<td>$E[\cdot]$</td>
<td>mathematical expectation operator</td>
</tr>
</tbody>
</table>
# Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACFR</td>
<td>Australian Centre for Field Robotics</td>
</tr>
<tr>
<td>AMIRA</td>
<td>Australian Mineral Industries Research Association</td>
</tr>
<tr>
<td>CSIRO</td>
<td>Commonwealth Scientific Industrial Research Organisation</td>
</tr>
<tr>
<td>CRC</td>
<td>Cooperative Research Centre</td>
</tr>
<tr>
<td>CMTE</td>
<td>CRC for Mining Technology and Equipment</td>
</tr>
<tr>
<td>CMST</td>
<td>CSIRO Manufacturing Science and Technology</td>
</tr>
<tr>
<td>E &amp; M</td>
<td>CSIRO Exploration and Mining</td>
</tr>
<tr>
<td>EKF</td>
<td>Extended Kalman Filter</td>
</tr>
<tr>
<td>MMSE</td>
<td>Minimum Mean Squared Estimate</td>
</tr>
<tr>
<td>ICP</td>
<td>Iterative Closest Point</td>
</tr>
<tr>
<td>CSS</td>
<td>Curvature Scale Space</td>
</tr>
<tr>
<td>4WD</td>
<td>Four-Wheel Drive</td>
</tr>
<tr>
<td>LHD</td>
<td>Load-Haul-Dump</td>
</tr>
<tr>
<td>AGV</td>
<td>Automated Guided Vehicle</td>
</tr>
<tr>
<td>TOF</td>
<td>Time Of Flight</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>IMU</td>
<td>Inertial Measurement Unit</td>
</tr>
<tr>
<td>INS</td>
<td>Inertial Navigation System</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 The Aims and Objectives

The aim of this thesis is to develop reliable and robust terrain aided localisation systems for autonomous land vehicles operating in unstructured, expansive and harsh environments. The resulting localisation system should be able to estimate the position of the vehicles to sub-metre accuracy and also minimise the requirement to add infrastructure to the operating environment.

Localisation is defined as the ability of a vehicle to determine its two-dimensional position \((x_v, y_v)\) and orientation \((\phi_v)\) within the operating environment. For autonomous vehicle localisation and in the context of this thesis, the definitions of the salient terms in the above aim are:

- **Reliability** denotes the ability to deliver precise vehicle estimates over many trials in a variety of operating conditions. Thus reliability encompasses both accuracy and repeatability.
- **Robustness** indicates the competence to cope with external unmodelled disturbances.
- **Unstructured** implies a physical environment that does not have much regular structure or layout.
- An **expansive** environment is one which is much larger than the range of the sensors available on the vehicle.
- **Harshness** refers to the uneven undulatory terrain of the operating environment.

The objectives of this thesis are:

- To develop algorithms that will guarantee reliable and robust localisation with particular attention to challenges imposed by the operating environment.
- To investigate the feasibility of utilising landmarks that are naturally available in the operating environment with the intention of minimising modifications to the environment. Towards this, develop an algorithm that is capable of reliably detecting and extracting natural landmarks present in the environment.
• To develop an algorithmic framework that allows the utilisation of measurements (observations) from multiple sensors and has the potential to use measurements that provide maximum information in reducing localisation error. This requires an analysis and understanding of the limitations of employing landmark-based localisation systems in unstructured environments.

• To provide a demonstration of the algorithms developed using real data obtained from field trials conducted under varying operating conditions with attention to practical considerations.

• To examine and demonstrate the feasibility of these algorithms in other autonomous land vehicle applications.

1.2 Motivation and Background

There is a strong case for the use of autonomous systems in various domains, including planetary exploration, mining, nuclear waste remediation, military reconnaissance, agriculture and construction [143],[197],[238],[30],[193],[198] with potential advantages ranging from increased safety to productivity benefits to environmental reasons. The general problem of autonomous vehicle navigation can be summarised by the three questions: “Where am I?”, “Where am I going?”, “How do I get there?” [145]. The first question is termed localisation, the second as goal recognition and the third as path planning. Localisation is the process of determining the position and orientation (hereafter collectively referred to as the pose) of the vehicle within the operating environment. To realise the second and third tasks, given uncertainty in control and sensing, localisation is a fundamental ability required of an autonomous vehicle.

1.2.1 Sensor-based Localisation

The problem of autonomous vehicle localisation has received considerable attention from roboticists in recent years and many methods have been proposed. These methods vary significantly, depending on the environment in which the vehicle is to navigate and the type of sensors that are available. A survey of the vast body of literature [72],[48],[115],[26],[239],[20] on robot localisation indicates that the proposed approaches can be broadly classified as relative and absolute methods. Most implementations of the localisation algorithms combine the above two methods.

Dead-reckoning (derived from deduced reckoning) is the process of determining the position of a vehicle by incrementally integrating motion information over a period of time. Odometry and Inertial Navigation System (INS) are the widely used dead-reckoning methods for vehicle positioning. Odometric methods use encoders to measure wheel rotation and/or steering orientation. An inertial navigation system makes measurements of the accelerations and attitude rates of the vehicle using an inertial measurement unit (IMU) consisting of gyroscopes and accelerometers. Both odometry and inertial sensing provide high frequency, high bandwidth data.

The drawback of odometry is that the estimated vehicle position at a given instant depends on the previous estimate. This makes it difficult to eliminate errors associated with the previous cycle due to sensor inaccuracies, the assumption that the heading remains constant over the sampling interval, wheel slippage and quantisation effects. As a consequence, the
vehicle pose (position and especially the orientation) becomes less and less certain and the errors associated with the pose grow without bound. When the information from an IMU is appropriately integrated, the INS can be used to determine vehicle pose. However, integration of these noisy signals will result in a gradual growth or drift in pose estimate error.

The major sources of dead-reckoning errors can be grouped into two categories namely *systematic* and *non-systematic* errors [25]. Systematic errors accumulate constantly over time due to unequal wheel diameters, misalignment of wheels, encoder sampling rates, drifts associated with time etc. whereas non-systematic errors are as a result of wheel slippage, uneven terrain conditions and may occur unexpectedly. For a vehicle navigating on uneven terrain the non-systematic errors are more dominant than the systematic errors. Due to the accumulation of errors in relative sensor-based methods, they need to be periodically reset by applying external corrections from absolute positioning methods. Consequently, odometry and INS are almost always used in conjunction with some absolute position sensing system.

Examples of absolute positioning systems include beacons placed at known locations in the environment in combination with a sensor on board the vehicle, for example a sonar or a laser, or Global Positioning System (GPS) reported fixes. Such absolute systems can then be used in conjunction with odometry/INS to provide a non-divergent estimate of the vehicle position. The resetting may also be accomplished by utilising an *a priori* map and/or natural features in place of artificial landmarks. A typical navigation loop consists of high frequency dead-reckoning sensors that predict vehicle pose and low frequency absolute sensors that provide external aiding information to bound positioning errors.

Localisation based on a combination of relative and absolute methods can be subdivided into three basic categories namely [99]:

- **Landmark-based Methods:**
  There are several definitions of landmarks reported in the literature [179],[149],[147]. In the context of this thesis, landmarks are taken to mean a localised, stationary, two-dimensional physical feature that the vehicle sensors can reliably and efficiently extract and recognise for determining vehicle position. The major drawback of landmark-based approaches is that the location of the landmarks must be known *a priori*. In particular, artificial landmark approaches require careful engineering of the environment whereas natural landmark approaches require reliable feature extraction algorithms.

- **Iconic Matching Methods:**
  Iconic methods do not require the extraction of geometric features. The matching works directly on sensed data rather than on a small set of features, thus eliminating the need to determine what constitutes a landmark and to extract features. Iconic methods attempt to globally minimise the discrepancies between sensed data and a model of the environment. Because the search is confined to small perturbations of the sensor scans, it is computationally efficient. The drawback of these methods is that they are sensitive to bad matches and incorrect error models.

- **Behaviour-based Methods:**
  The central theme of behaviour-based robotics is to directly couple a robot’s sensors and actuators so as to obviate the need of maintaining an environment model. Behavioural approaches rely on the interaction of the robot with its environment in

---

1.“Landmarks” and “Features” are used interchangeably except when an explicit distinction between natural and artificial landmarks is made.
which it is to navigate. Thus their ability to localise geometrically is limited since their navigation capability is implicitly dependent on their sensor/action history. There are some advantages in using a behaviour-based scheme. These schemes are more responsive to the environment and their performance degrades gradually and gracefully in the case of system failure rather than abruptly and catastrophically. Conversely, the interactions are not easily modelled, are less predictable and so are difficult to understand and modify.

Achieving localisation in structured environments is simpler than that in unstructured environments. In the context of this thesis, structured environments are taken to mean even-terrain feature-rich domains such as offices. An unstructured environment is taken to mean environments with uneven terrain susceptible to vehicle slipping and skidding and few distinguishable naturally occurring landmarks. From an autonomous vehicle navigation point of view, an unstructured environment presents the following unique challenges:

- Errors introduced due to distance travelled can be significant and unpredictable. This is a direct consequence of the undulatory nature of the terrain of travel and the uncertainties introduced into sensor data. Errors introduced by irregular terrain conditions cannot be predicted or modelled. Higher vehicle speeds in such environments also exacerbate these errors.

- For large unstructured environments, it is extremely difficult to construct perfect maps for navigation as compared to small structured domains where construction of such maps is possible due to the underlying polygonal structure of the environment.

- Reliable detection and association of both artificial and natural landmark measurements from corrupted sensor data is difficult. The landmark detection and data association algorithms should be robust to false alarms so as to prevent catastrophic failure. Occlusions and outliers also complicate the process of determining a legitimate landmark.

- Sensor suite selection should take into consideration the challenges posed by the unstructured domain. For example, GPS can not be employed underground since the required line-of-sight can not be maintained. Furthermore, sensors that are commonly employed in a structured environment may not function properly in an unstructured environment due to various external environmental factors like humidity, dust and heat. Other detrimental effects include excessive vibration and pitching and rolling motions experienced by vehicles navigating in such domains. Sufficient care should be taken to ensure that the sensors have satisfactory range and attenuation to be useful in unstructured environments.

These challenges make it comparatively difficult to realise successful navigation in unstructured environments.

In mining, automation of underground operations is an important goal for reasons of personnel safety and lower operational costs. With automation of underground vehicles, productivity benefits come from the increase in operating hours, reduced wear and tear, elimination of travelling time to the machine and greatly reduced operator fatigue. This thesis is a wider part of a project aimed at achieving autonomy of Load-Haul-Dump (LHD) vehicles in underground mine tunnels. It was funded by the Australian Mineral Industries Research
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Association (AMIRA) and was a collaborative venture between the Commonwealth Scientific Industrial Research Organisation (CSIRO) Manufacturing Science and Technology (MST) automation group, CSIRO Exploration and Mining (E & M) and the University of Sydney’s Australian Centre for Field Robotics (ACFR) conducted under the auspices of the Cooperative Research Centre for Mining Technology and Equipment (CMTE).

Motivated by the above factors, this thesis develops localisation algorithms for autonomous navigation of vehicles operating in unstructured environments, like underground mines, by drawing upon the knowledge gained from the collaborative venture and work performed alongside underground miners and mining researchers. The localisation algorithms described in this thesis fall into the iconic and landmark-based category but are sufficiently generic to be used on a variety of other autonomous land vehicles. These methods were chosen because of their efficiency and robustness. The algorithms also seek to minimise the engineering or modification of the environment, such as adding artificial landmarks or other infrastructure. This is a key driver in the practical implementation of a localisation algorithm.

In this thesis, observations from natural and/or artificial landmarks need to be combined with dead-reckoning estimates to estimate vehicle pose. This requires a framework within which the sensor data can be fused synergically. The Kalman filter is a statistically efficient way of achieving this requirement. The Kalman filter has been widely employed to fuse low-level redundant data to provide an estimate of the states of a system [162] and is employed as the sensor fusion and estimation tool in this thesis. Sections A.1 and A.2 of the Appendix, respectively, describe the linear Kalman filter and the extended Kalman filter (EKF) from a navigation point of view to introduce notations that will be used throughout this thesis.

1.3 Contributions of the Thesis

This thesis makes the following theoretical and practical contributions:

- The development and demonstration of a robust framework that efficiently reduces infrastructure by combining measurements from artificial and natural landmarks to reliably estimate vehicle position.

- The development of an iconic map-based localisation algorithm for a four-wheel drive vehicle and a Load-Haul-Dump truck operating in mine tunnels. The localisation algorithm entails the development of a map-building algorithm.

- The analysis, development and adaptation of a view-invariant multiscale natural landmark extraction algorithm that is robust with respect to sensor noise.

- The development of a metric for the evaluation of information content of measurements towards the selection of a landmark from a given set of landmarks.

- The demonstration of a natural landmark localisation algorithm on a utility vehicle obviating the need for artificial landmarks.

- The implementation of an artificial landmark localisation algorithm that facilitates the comparison and analysis of the proposed algorithms, by providing the ground truth.
1.4 The Structure of the Thesis

Chapter 2 presents an artificial landmark-based localisation algorithm for two vehicles - a four-wheel drive vehicle and a Load-Haul-Dump truck. The algorithm is based on measurements obtained from a bearing-only laser that returns bearing values to artificial landmarks strategically placed in the operating environment of the vehicles. The sensor suite, the calibration trials and the hardware and software aspects of the data logging system for the four-wheel drive vehicle are first described. This is followed by the description of the process and observation models and observation validation procedures that are required for the successful implementation of the localisation algorithms. The corresponding experimental results for two field trials for the four-wheel drive vehicle and the load-haul-dump truck are then presented and discussed. A critical overview of various landmark-based navigation methods and previous attempts to automate underground mining vehicles is also included.

Chapter 3 develops a map-based iconic algorithm for localisation of the four-wheel drive vehicle and the load-haul-dump truck. The proposed algorithm requires the development of a map-building algorithm. Both the map-building and localisation algorithms use data from a time-of-flight range and bearing laser. The shortcomings of the proposed iconic localisation algorithm are identified and a strategy to overcome these deficiencies is proposed. This leads to the development of a metric that embodies the information contained in a measurement. Based on this metric, the map-based iconic localisation algorithm is augmented with artificial landmarks. Experimental results of the proposed map-based localisation algorithm for both the vehicles are discussed. An overview of map-based navigation methods is also provided.

Chapter 4 is concerned with the development of a multiscale natural landmark extraction algorithm. The Chapter starts out with a comprehensive review of various multiscale description techniques with particular attention to the concept of scale and its selection. The proposed algorithm has the advantage of examining laser range scans at varying levels of detail to arrive at a stable natural landmark. The need to decide upon what constitutes a landmark and the motivation behind the selection of a primitive for the extraction of a landmark in the operating environment are also elaborated. The proposed algorithmic procedures lead to the construction of a natural landmark map.

Chapter 5 develops a unified algorithmic framework for localisation of autonomous vehicles operating in unstructured environments by combining the ideas presented in Chapters 3 and 4. By using measurements from both artificial and natural landmarks, with the aid of the information metric developed in Chapter 3 and the natural landmark map and extraction algorithm detailed in Chapter 4, a minimal infrastructure localisation algorithm is demonstrated on two field trials for localisation of the load-haul-dump truck. The developed framework is shown to deliver reliable vehicle pose estimates proving the robustness of the proposed algorithms. The Chapter then extends the multiscale natural landmark algorithm to demonstrate localisation of a utility vehicle without the use of any external infrastructure.
Chapter 6 provides a summary and lists the principal results of the thesis. Suggestions for further research and the extension of the theories developed in this thesis to other areas are also briefly discussed.